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Abstract

The paper proposes a new test of endogenous wgeraos growth theories based on the
Granger-causality methodology and applies it tamebof 20 OECD countries. The test
yields divergent evidence with respect to physiced human capital. For physical capital, the
test results favor Solow-type exogenous growthrhewer AK-type endogenous growth
models. On the other hand, the test results lepgda@tito human capital oriented endogenous
growth models — like the Uzawa-Lucas model — rathan to the human capital augmented

Solow model.



1. Introduction

In the standard neoclassical Solow (1956, 1957 )eh@tonomic growth is exogenaols.

Once the economy reaches its steady state, tedical@rogress — which is not explained by
the model and is hence ‘exogenous’ — is the onlyedof per-capita growth. In particular,
investment in physical capital cannot increase ginaamy longer. The same is true for
investment in human capital (with which the oridiSalow model has been ‘augmented’
later on, see Mankiw, Romer and Weil, 1992).

Widespread dissatisfaction with the fact that tble® model cannot ‘explain’ long-term
economic growth has sparked off an alternagivdogenous growth theory which emerged in
the 1980s. At the risk of over-simplifying, we cdistinguish three classes of endogenous
growth models. In the first class, the AK modetsstigated by Romer, 1988}echnology is
assumed to grow in line with capital accumulatitinerefore, growth remains dependent on
capital accumulation even in the long run, andéneogenous’ technical progress offsets the
growth-cushioning effects of diminishing returnscapital accumulation that characterize the
Solow model.

The second class of endogenous growth models gighlhuman capital accumulation.
Uzawa (1965) and Lucas (1988) present models isiwihoth physical capital and human
capital enter the production function. Workers asby a fraction of their human capital in the
production process and allocate the rest to araser in human capital through education.
The growth of human capital in the economy dep@mdhe share of total time spent on
education and a productivity parameter which messstire efficiency of education in
increasing human capital. Per-capita gross dompsiituct (GDP) growth can continue as
long as time is devoted to education. In the Uzaweas model, the growth rate of human
capital acquires the role that technical progrésgsan the Solow model, yet unlike technical
progress, (optimal) human capital accumulationlsatexplained’ (from an inter-temporal
utility maximization calculus).

Following Romer’s (1990) lead, a third class of egehous growth models aims at
endogenizing technological progress by focusingesearch and development (R&D) and
innovation. The works of Grossman and Helpman (129%24) are prime examples for this

line of research. In their model, productivity gtbvis the result of specialization and the

1| use the term ‘Solow model’ for short. Swan (1pB8widely regarded as an equally important early
contribution so that the neoclassical growth maslelso known as the Solow-Swan model.
2 Aghion and Howitt (1998) note that Frankel (19p8sented an early AK model that went largely uiceo

by the profession.



division of labor — an idea that sits comfortablyhathe legacy of Adam Smith.
Specialization can be increased by devoting mdrerlto research and development. As a
consequence, new innovative products will be fanhing, and the variety of intermediate
products that serve as inputs into the productfdinal products will ris€® In other words,

the more intermediate goods there are, the gresatlee division of labor and the more
productive is the labor that produces the finadpicis. The structure of the argument is not
too different from the Uzawa-Lucas model. In batises, the society can secure long-term
growth by devoting some of its time-resources tweasing the stock of an input factor —
human capital and research labor, respectively wiaoh output hinges. However, there are
differences between the models, too. For instamulée the Uzawa-Lucas model, the Romer
(1990) and Grossman-Helpman models imply a ‘sdéée® This means that the growth rate
of GDP will be the higher, the bigger the economimg (abor force) is. Also, the ultimate
reasons for the possibility of long-term non-zeeo-papita growth are different across the
models. In the AK and Uzawa-Lucas models, the apomof constant returns to physical
and human capital, respectively, allows for longrtgrowth. In the Romer (1990) and
Grossman and Helpman models on the other handitésnggrowth either results from
spillovers in research activities whose benefitsncd be privatized or from imperfect
competition. Innovative activities that increase tlumber of intermediate products will only
occur if the innovator has the chance to avert idiate imitation by competitors. Therefore,
endogenous growth models of the ‘third class’ uguedsume monopolistically competitive
instead of perfectly competitive markets. This iieplthat the factors of production (capital
and labor) generally receive less than their matginoducts, and that the innovator can earn
monopoly rents.

It is natural to ask which growth theory is ‘riglecause the answer to this question is of
obvious relevance for economic policy. If endogengrowth theory is the ‘right’ theory,
then economic policy can have an impact on the-tengm growth rate. If, on the other hand,
growth is exogenous, then policy can only raisegitosvth rate temporarily above its steady
state value to which it must ultimately return. Motrybody shares the agnosticism of
Temple (1999: 152) who writes: “the debate on wlegiolicy affects the long-run growth
rate or just the steady state level of incomensoal impossible to resolve, and not much of
practical importance will turn on it”. On the caoauty, a considerable literature has emerged

that seeks to test endogenous vs. exogenous gtioedhies empirically. The next section will

% In Aghion and Howitt’s (1992, 1998) approach, inations displace rather than complement the oldyrd

variants — a process that Aghion and Howitt linlSthumpeter’s theory of creative destruction.



review this literature (for the first time as far lasee). The key finding of this review is that
Nno consensus exits, neither on which methods arentist adequate for performing the
empirical tests, nor on whether growth is actuatigogenous or exogenous. Against this
backdrop, section 3 proposes a new test of endogers exogenous growth which is based
on the panel Granger-causality methodology. Sed@imtroduces the data to be used in the
estimations. Section 5 presents the results oftiggirical analysis, and section 6 concludes.

2. Tests of endogenous vs. exogenous growth — Aiesv of the literature

A useful starting point for a review of the empatititerature that aims at testing endogenous
vS. exogenous growth theories is the seminal dautian by Mankiw, Romer and Weil

(1992). Regressing the log GDP per working-ageqrens 1985 on measures of physical
capital (the share of real investment — includinogegnment investment — in real GDP in
1985} and human capital in the form of education (seaopdchool enrollment rates) in a
cross-sectional framework of up to 98 countriesnkia, Romer and Weil (1992: 407)
conclude that “an augmented Solow model that iredumtcumulation of human as well as
physical capital provides an excellent descriptibthe cross-country data”. Mankiw, Romer
and Weil's analysis, which has been extended telpdata by Islam (1995) and others, thus
seemingly bolsters the theoryedogenous growth.

However, Bernanke and Gurkaynak (2001: 12) poibtloat Mankiw, Romer and Weil’s
“basic estimation framework is broadly consisteithvany growth model that admits a
balanced growth path”; hence this framework is abijyiunable to discriminate between
theories of endogenous and exogenous growth. The paint has been made more recently
by Arnold, Bassanini and Scarpetta (2007) who @esi\growth equation that nests both the
Solow model and the Uzawa-Lucas model of endogegoasth. Arnold, Bassanini and
Scarpetta argue that this equation offers the pitisgito discriminate between the two
models on the basis of the parameter estimatdéspeed of convergence. The Solow model
predicts a slower convergence than the Uzawa-Loncakel; and Arnold, Bassanini and
Scarpetta claim that their empirical estimate far $peed of convergence parameter (based on
OECD data) is too high to be consistent with thEv@anodel® Hence they interpret their
results — although these admittedly rest on a numibealibrations, the validity of which

might be disputed — to yield evidence in favorhsd theory ofendogenous growth. Drawing

“ This is problematic since ‘real shares’ do notehamy conceptual meaning. Shares of demand comgsoinen
GDP should therefore always be calculated in nohtérans.
® This point had already been made (in passing)dss&nini and Scarpetta (2002).



on the same data sources as Mankiw, Romer and(¥@€P), Bernanke and Gurkaynak
(2001) also reject several restrictions imposethieySolow model, namely that the long-run
growth rates of GDP and total factor productivitf-P) are uncorrelated with investment
rates in physical and human capft@lernanke and Giirkaynak do not find much evidence i
favor of endogenous growth either, although they tieat their data are more in line with the
Uzawa-Lucas and AK models than with the Solow model

While Mankiw, Romer and Weil (1992) and Bernankd @iirkaynak (2001) use cross-
sectional data for their respective tests, ArnBlassanini and Scarpetta (2007) use pooled
cross-sectional and time-series data. Tests ofgamaus vs. exogenous growth based on
time-series data have been instigated by Jone$)198nes concentrates on the first and third
classes of endogenous growth models described amlvargues that the large increases in
the rate of physical investment and R&D expendithed took place in the US (and
elsewhere) over the past decades should have HoBEE growth, given the predictions of
endogenous growth theory. Since no such growthieet®mn occurred, Jones concludes that
the theories of endogenous growth are flawed. Aghiod Howitt (1998, ch. 12) defend
endogenous growth theory against this influentidilguie, showing that modified endogenous
growth models could reconcile the observed pattefi®&D and physical capital expenditure
on the one hand, and economic growth on the other.

A fundamental problem for all time-series basetstesendogenous vs. exogenous
growth is how to filter out the short-term — or mess cycle — effects in output in order to
concentrate on the long-term interrelations thatralevant for the theory of economic
growth. The most widely-accepted technique — uge@ier and Tullock (1989), Cashin
(1995), Islam (1995), Caselli, Esquivel and Lefd@96), Devarajan, Swaroop and Zou
(1996), Mendoza, Milesi-Ferretti and Asea (1997eHer, Bleaney and Gemmell (1999) and
others — is to take averages of five years (or jnafréhe data. Jones (1995) uses a different
approach, though. He specifies an error-correctiodel forannual data. In an error-
correction framework, the cointegrating relatiopsbetween the dependent and independent
variables is usually interpreted as the long-rumldayium relationship between these
variables. Jones — as well as Arnold, BassaniniSoaitpetta (2007) — tests endogenous vs.
exogenous growth by drawing inferences from thenedéd coefficients for the
contemporaneous relationship between the variabl@ish are interpreted as ‘long-run

® It has to be noted, though, that Inklaar, Timnmet @an Ark (2008) were not able determine any irilce of
investment in information and communication teclgglor human capital on TFP growth in a new datfget

advanced economies, the EU KLEMS database (avaitbhww.euklems.net).



parameters’. Jones finds no evidence that the icaaft of the investment rate is significantly
positive. Therefore, a permanent positive shodkwestment will not permanently raise the
GDP growth rate, which speaks against AK modelestyldogenous growth. Furthermore, the
‘scale effect’ predicted by the ‘class three’ englogus growth models is in sharp contrast to
the empirical evidence, according to Johéishas to be noted, though, that neither Jones
(1995) nor Arnold, Bassanini and Scarpetta (208@drt results of cointegration tests so that
it remains unclear whether their interpretatiothaf coefficients is indeed warranted.
Another argument leveled against endogenous grthettries is that countries — at least
the advanced economies — seem to converge towamchimon long-run growth rate (cf.
Evans, 1996, 1998). This empirical finding is cangrto what endogenous growth models
predict because, in these models, growth dependsctors that are country-specific and
hence different across countries. Kocherlakota¥ar(@d995) show, however, that
convergence regressions cannot discriminate beteregogenous and exogenous growth
theories. More specifically, depending on the stesice of technology shocks, the coefficient
of initial income may be positive even if growtheisogenous, and it may be negative even if
growth is endogenous. In two other contributionsclikerlakota and Yi (1996, 1997) produce
evidence that is favorable fendogenous growth models. In their 1996 contribution,
Kocherlakota and Yi draw on a distinction betweadagenous and exogenous growth
models that they claim to be less well known, namntight in the former class of models
temporary innovations in government policies can have a paent effect on thievel of
GDP, while in the latter class, they cannot. To éeslogenous vs. exogenous growth,
Kocherlakota and Yi regress GDP levels on their tags and on lags of policy variables.
They test whether the sum of the coefficients efltgged policy variables is significantly
different from zero, in which case the null hypatiseof exogenous growth could be rejected.

They assume the error terms to be independentlyd@mdically distributed (IID) and

" Gong, Greiner and Semmler (2004) contend thaptbperty of the Uzawa-Lucas model that an incréasiee
time spent on education raises the GDP growthpatsmanently was also a ‘scale effect’, which thieyne to be
unrealistic. They remove this alleged scale effext test the modified model, which — as they emphasis

not an endogenous growth model anymore. Gong, &reaimd Semmler find the modified — exogenous — grow
model to be compatible with time series data fertts and Germany. Dinopoulos and Thompson (2000h®
other hand, remove scale effects from Romer’s moflehdogenous technological change in a way that
preserves the endogeneity of long-run growth. Tired/some empirical support for this ‘augmentednity
model in a sample of high-income countries, whichat robust to the way in which human capital &asured,

however.



estimate the parameters with ordinary least squ&eS)® Kocherlakota and Yi (1996)
cannot reject the null for most of their policy idnles (mostly tax rates and shares of
different ‘real’ government investment expenditureseal’ GDP’). However, they find a
positive and robustly significant effect for nonkiairy structural capital and interpret this
finding as favorable for endogenous growth models.

In their 1997 contribution, Kocherlakota and Yi use same testing strategy (including
the aforementioned assumptions) and reach bastballgame conclusions as in their 1996
paper. The new twist in the 1997 paper is that i€dekota and Yi include both public
(capital) spending and revenue variables in th&wth regressions. They find both sets of
lagged coefficient sums to be statistically diffarsom zero, with opposite signs.
Kocherlakota and Yi interpret this finding not oraly evidence in favor of endogenous
growth theory?’ but also as evidence against Jones who had déctérere characterize
endogenous growth theory by the prediction thata@ent changes in policy variables lead
to permanent changes in growth, then this lackeo$iptent change in growth rates imposes a
strong restriction on these models: either thealdeis that have permanent effects on growth
exhibit little persistent change, or somewhat mitaasly the movements in these variables
have been offsetting'dones 1995: 521). Kocherlakota and Yi (1996) cldiat the ‘miracle’
is actually happening: permanent changes in piblestment would raise GDP growth rates
if they were not exactly offset by permanent changdax rates — the latter being a natural
consequence of the government budget constraieangly, Gemmell and Kneller (2001)
confirm this result in dynamic panel estimationghmboth annual and five-year averaged
datar!

Li (2002) also challenges Jones’s (1995) resuléesmddifies Jones’s regression equation
by removing the lags of the dependent variable filoenright-hand side and adding leads of
the differenced investment variable. He then adststthe null hypothesis that the coefficient

of the contemporaneous investment rate is zerasigtie alternative that it is positive. Li

8 Whether this assumption is warranted will be dised below.

° Again, this is problematic (see above, fn. 4).

191t has to be mentioned, though, that Kocherlakmia Yi (1996: 252) admit the possibility that their
regressions “are only picking up transitional dyieznirom exogenous growth models”.

! Their table 4 shows, however, that when a ternisadi index — which Mendoza, Milesi-Ferretti anseA
(1997) found to be a significant explanatory vaedir economic growth — is included in the regi@ssthe
investment ratio becomes insignificant, and thefment of the ‘productive government expendituvariable
switches from significantly positive to significinhegative. Bleaney, Gemmel and Kneller do not w@mt on
this effect.



finds significantly positive coefficients for theagority of his 24 OECD countries and for the
full panel. Like Kocherlakota and Yi (1996), Li (@®: 94f.) admits, however, “that the
positive link between growth and investment foumdhis study may also be consistent with
other types of endogenous or exogenous growth rebdel

The tests of endogenous vs. exogenous growth disdwso far are basically regressions
of the long-term GDP growth rate on variables thatSolow model predicts to be
unimportant for growth in the long run (like invesnt or policy variables). Feenstra et al.
(1999) choose a different approach. They concentmatthe above-mentioned ‘third class’ of
endogenous growth models — models of the Romers@ras-Helpman type in which
increased product diversity drives productivitywgto. Feenstra and colleagues test whether
changes in the relation of product variety betw&anvan and South Korea are correlated
with changes in the difference in total factor protivity (TFP) growth between the two
countries. They find “some degree of confirmati@Réenstra et al., 1999: 319) for this link,
which they take as supportive for the endogenoowtlr model.

3. A new test of endogenous vs. exogenous growthanel Granger-causality

As the previous section has demonstrated, the aapavidence on whether long-run
economic growth is exogenous or endogenous is midule there seems to be a slight
preponderance of the endogenous growth evidenseg\tldence is generally subject to
certain reservations and qualifications. The tirages based tests of endogenous vs.
exogenous growth mostly rely on annual data, despé standard practice in growth
econometrics being to take averages of five yearmpre). As some authors admit, tests
based on annual data have difficulties in discgrpi@rmanent effects of investment or policy
shocks on the GDP growth rate from temporary effewat last for several yearsLi (2002:
111) calls for new tests to discriminate betweengexous and endogenous growth.

The present paper intends to meet this demandttodurcing the panel Granger-causality
testing methodology to this field of research.ite lwith most of the earlier literature, | will
concentrate on the relatively clear-cut early emthogis growth models of the AK and
Uzawa-Lucas type and test them against the Solodemo

We know that the basic tenet of endogenous grovatiats of the AK and Uzawa-Lucas
type is that an increase in the investment rategter physical or human capital will raise
the steady state GDP growth rate. Therefore, ieraxcorroborate these models empirically

we would need to find a significantly positive aation between lagged investment growth

12 Temple (1999: 132f.) also warns against using ahdata in growth studies.



and GDP growth. This insight has been at the cbneamy earlier attempts to test
endogenous vs. exogenous growth described in éhegois section. For instance, in his
pioneering study, Jones (1995) notes that the Aldehsuggests a dynamic relationship like:

9, = AL)g,, +B(L)i, +¢& 1),
whereg; denotes GDP growth in period; denotes the rate of investment in petiog is a
stochastic shock, and A(L) and B(L) are two lagypomials with roots outside the unit
circle. Jones interprets the endogenous growth hasderedicting that the sum of the
coefficients in the polynomial B(L) is significagtpositive.

Now, what is less recognized in the literaturénat the Solow model, on the other hand,
implies a significantlynegative correlation between lagged investment growth abé® G
growth. This has been pointed out, however, by \dandh(1998) who notes that the Solow
model’s convergence hypothesis can be written kegp Vanhoudt’s notation):

y=ln (lj = AIlin(y*) -In( y,.)] 2).
.
The parametef (0< £< 1) stands for the speed of convergence of GDBo(its steady state

level (/*), which is determined by the investment regiseaccording to:
a a
In(y*) =——1h —-———m(n+x+ 3).
(y*) =7 n(s) ——n(n+x+9) (3)

Of coursen, x andd stand for population growth, technological progreshd the

depreciation rate, respectively. Now, if we diffetiate equation (2) and insert (3), we get:
a a
DY = =BT+ BE—_1N(s) - FG——1n(3.) (@),
-a 1-a
from which follows that:
a a
|2 =(1—,8)54_1+,BE:IL_—aEﬂn(§)—,3GgEHn(St_1) (5).

If a positive shock to investment growth raisesitivestment share above its steady state
value in period t, this will affect GDP growth ptygely in the same period, but will have a
negative impact on next period’s growth as the @@Rvth rate falls back to its steady state
valueceteris paribus. Therefore, the Solow model predicts a negatige &r lagged
investment growth in a growth regression if lag@alP growth and current investment
growth are controlled fof® It is important to note, however, that this isetenly for medium-

run lags. In the long run, the Solow model preditisnfluence whatsoever of changes in

13 Cf. also Podrecca and Carmeci (2001). EquatioedB)easily be augmented by human capital as Vatthou

(1998) has demonstrated. The same is true, of epfmsequation (1).



accumulation rates on per-capita GDP growth asatier is solely driven by technological
progress.

The Granger-causality testing methodology seenhe tan ideal tool to examine the
different sets of predictions about parameter sggnpirically. In fact, as Vanhoudt (1998:
80) notes, equation (5) is “very close to a sinfptanger causality equation”. Granger’s
(1969) testable definition of causality has spawaedst literature in which ‘Granger-
causality tests’ have established themselves adelyaused analytical tool in applied
economics:* According to Granger's definition of causalitysttionary time series;¥s said
to ‘cause’ another stationary time serigsfXx under the assumption that all other informati
is irrelevant — the inclusion of past values @kinificantly reduces the predictive error
variance of X In econometric practice, Granger-causality tastscarried out by regressing
Xt on its own lags and on lags of ¥f the lags of Yare found to be jointly statistically
significant, then the null hypothesis thatdbtes not Granger-causecan be rejected. For the
context of this paper this means that if — aftggkd GDP growth and contemporaneous
investment are controlled for — Granger-causalityning from lagged investment to GDP
growth is found to be significantly positive, thins is evidence in favor of endogenous
growth theory'? If, however, negative Granger-causality in the imedrunand no Granger-
causality in the long run are found, then this &pea favor of exogenous growth theory (cf.
Vanhoudt, 1998).

Most Granger-causality tests that can be fountiérliterature involve only two variables
Xtand Y (as described in the previous paragraph). Foptinpose of the present paper, this
is unfortunate because if we want to test exogegomsth against the Uzawa-Lucas model
we should include both physical and human capgalght-hand side variables. Fortunately,

to conducimultivariate Granger-causality tests is no problem at all. i@ndontrary, moving

4 Some remain skeptical, however, since the cormfeBtanger-causality draws on only one aspectef th
multi-faceted philosophical concept of causalitgmely antecedence. Granger (1980) readily conceniled
Nevertheless, Thurman and Fisher (1988), for imstatmied to ridicule the concept by applying ithe
‘chicken-egg problem’, showing that eggs ‘causeckén in the Granger sense but not vice versa., Alfso
notion that ‘Christmas card sales Granger-causestoias’ is reiterated in the literature (cf. Atuker 2008,
who shows, however, that the concept of Grangesaldy survives this criticism because it referstmchastic
events, and Christmas is not stochastic). To athisckind of squabble, it probably would have bbetter not
to introduce the term ‘causality’ at all and to abef ‘improved predictability’ instead. As it hascome a
technical term in the meantime, ‘Granger-causalgKept here.

!> The inclusion of contemporaneous values gsYinusual in tests of whethey @ranger-causes,XYet if the
method is to be used to test endogenous vs. exagamowth theories, then contemporaneous investhanto

be controlled for, as is demonstrated by equa®dn (
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from a bivariate to a multivariate setting can hel@lleviate the problem of ‘spurious
causality’ (cf. Hsiao, 1982). Spurious causality @aise in a bivariate setting when both
variables have ‘common causes’ that are absent tinemegression equation. In this case,
even if there is no other relationship betweemand Y;, the test will erroneously find
Granger-causality. If all ‘common cause’ varialdes included in the regression, however,
the spurious causation betweeraXd Y will vanish® On the other hand, if no causality
between Xand Y is found in a multivariate setting, the conclusaimo-causality is only
valid if there is also no causality in a bivariatgting (and if Ydoes not cause any variable
that in turn causes{X

Besides the multivariate framework, another distuecfeature of the present paper
against most of the earlier literature is its uspamel data. The notion of Granger-causality
has not found its way into panel econometrics uhélbeginning of the new millennium.
Hartwig (2009), who studies the causal nexus betwealth and economic growth in a panel
Granger-causality framework, lists a dozen papgeshave used panel Granger-causality
tests earlier. Since the testing methodology ismptemented identically in that literature, a
few words are necessary on how the method wilhifgeémented here.

First, all data will be transformed into five-yemrerage annual growth rates. This will on
the one hand introduce the standard practice widiting the cyclical component into the
literature on testing endogenous vs. exogenoustgramd, on the other hand, help to avoid
the problems in discerning permanent from tempoeffigcts that tests based on annual data
facel” Jones (1995) finds that the effects of shocksvestment on economic growth
disappear after six years. (He takes this findmg@wddence against endogenous growth
theory). It will be remembered that Vanhoudt (198&)ues that if growth is exogenous, the
Granger test should yield significantly negativedimen-term coefficients because after the
initial stimulus is over, the GDP growth rate retsito its steady state value. The long-term
effect of investment on economic growth is zeraséghon Jones’s (1995) finding, we can
identify a five-year lag of the investment variabbes the medium-term lag, whose coefficient
should be negative, and a ten-year lag as thetlermg{ag, whose coefficient should be
insignificant if the Solow model was right. Posgigoefficients, on the other hand, would

support the AK and Uzawa-Lucas models.

'® Therefore, any finding of Granger-causality iiinciple prima facie — as Atukeren (2007: 10) makes clear —
because “the missing cause problem is not necssalved in a multivariate framework”.

" Bleaney, Gemmell and Kneller (2001) have usedyivar average growth rates before in this field of
research.
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As Granger-causality tests require stationary ddtaime series will be tested for the
presence of unit roots, applying a battery of ntamgdard panel unit root tests. When these
tests fail to detect unit roots, the panel estiomathodels can be set up. As only long-run
coefficients are estimated, the restriction of tae coefficients of the laggediXYi; and %
variables across countries will be impod&@hus, | will estimate a time-stationary VAR
model adapted to a panel context (as in Holtz-Edkewey and Rosen, 1988) of the form:

Xy =0, + Zﬁxm +25IYit—l +z¢| Z, t l+ U (6).
=1 =0 =0

Xit, Yit and % are the five-year averages of the growth ratgseofcapita GDP, per-capita
physical investment and per-capita human capitedstment, respectively. N countries
(indexed by i) are observed over T periods (indexet). | allow for country-specific effects
ui. The disturbances; are assumed to be independently distributed acmssries with a
zero mean. They may display heteroscedasticitysadime and countries, though.
Estimating equation (6) with pooled OLS presentgrmogeneity problem since if the
dummy variables (country-specific effects) affe@®sgrowth in one period they presumably
affected them in the previous period also (cf. MIEkL981). The first step into the direction
of correcting this endogeneity problem in dynamaogls is to take the first difference of all
variables and to thereby eliminate the individdtdas. Still, there remains a correlation
between the lagged dependent variable, which isinaifferences, and the error term. As a
way around this problem, Arellano and Bond (19%yehproposed to use lags of the
dependent variable from at least two periods edjilidevels) as well as lags of the right-
hand side variables as instruments in a Generalettod of Moments (GMM) estimator.
Arellano and Bover (1995) and Blundell and Bond98Phave suggested to difference the
instruments instead of the regressors in orderakenthem exogenous to the fixed effects.
This leads from the ‘difference’ GMM to the ‘systeBMM estimator, which is a joint
estimation of the equation in levels and in fidteslences (cf. Roodman, 2006). In the next
section, | will present results using the OLS, faed-Bond one-step system GMM, and
Arellano-Bond two-step system GMM estimators. Basedhe estimation results, a
conclusion on causality will be reached by runnivigld tests on the coefficients of the

lagged Y's and Z's to check whether they are jointly statisticalifferent from zero.

'8 Arnold, Bassanini and Scarpetta (2007), in theirecorrection model based on annual data, alpo#® this

restriction on their long-run coefficients, butcall the short-run coefficients to vary across cdastr
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4. Data

Empirical tests of endogenous vs. exogenous grozgthire data on GDP and investment in
physical and human capital. While OECD data for GIDE gross fixed capital formation can
be obtained easil§?, data on human capital formation are more cumbegsometrieve.
Pioneering studies like Barro (1991) and Mankiwyio and Weil (1992) used school
enrollment rates as a proxy for human capital faimna More recently, years of schooling
have been found more adequate (cf. for instancedBitl Klenow, 2000). Yet, even for
OECD countries, the quality of schooling data s [@f. Krueger and Lindahl, 2001, De la
Fuente and Domenech, 2038)Therefore, | will follow Barro and Sala-i-Martin{4 995:

422) and Gong, Greiner and Semmler’s (2004) leagsing public expenditure on education
as an alternative proxy for human capital formafiofihe data source for public expenditure
on education is the World Bank’s educational siaisiatabase (EdStafé)This database
contains time series for the share of public edonaxpenditure in GDP which, for most
OECD countries, cover the period 1970 to 2005. Mlyihg these shares with nominal GDP
yields nominal education expenditure. After defiatby the GDP deflator, real expenditure is
divided by population numbers. Finally, real pepitaeducation expenditure is transformed
into five-year average growth rates, taking geommeteans.

It is perhaps apposite to stress the symmetry lestwes measure and the variable that
proxies physical capital formation. In both casegital formation is measured by deflated
expenditure on the respective capital good. Onédnulject that if there are inefficiencies in
the educational system, education expenditure netle closely correlated with human
capital formation. Although that is true, simildsjections could be leveled against using

9 These were extracted from the OECD’s National Aicts websitettp://www.oecd.org/std/national-

accounts.

20 Cohen and Soto (2007) claim to have reduced thesarement error somewhat by better taking intoatco
the age structure of the population.

2! Actually, Barro and Sala-i-Martin (1995) use ther® of public expenditure on education in GDP. iBuie
want to explain GDP with this variable, the facttieDP appears as the denominator of the sharéntvididuce
a negative bias in the estimated coefficient (isb £ohen and Soto, 2007: 70). Therefore, five-gearage
growth rates of the investment variables rathen theestment shares will be used. This also avibidgproblem
mentioned above in fn. 4.

22 Cf. http://www.worldbank.org/education/edstats
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gross fixed investment to gauge physical capitahfdion. Nevertheless, this is the standard
measure. Here, a similar measure will be chosehuoran capital formatiof?.

Data for real per-capita education expenditure witfequency of at least five years and
starting point 1970 are available for 20 OECD caestfrom the World Bank database.
These countries arustralia, Austria, Canada, Denmark, Finland, France, Greece, Iceland,
Ireland, Japan, South Korea, Luxemburg, Netherlands, New Zealand, Norway, Spain,

Sweden, Switzerland, theUnited Kingdom, and théJnited Sates. There are no data for
Canada and Luxemburg for the last five-year pef@0-2005) so that the sample consists
of 138 observations altogether. For studies workiith five-year average data, this is a
decent number.

There remains the problem, however, that the gdrtiman capital that is formed by
private education expenditure is excluded from the anslyhis exclusion is dictated by data
availability: time-series data for private educatexpenditure back to 1970 do not exist.
However, the OECD (2008) has recently publishedsghie between public and private
education expenditure for its member states in 20@D2005. Table B3.1 of the OECD study
shows that next to all continental European coastim our sample had public shares in total
education expenditure above 90 percent both in 2000n 2005* All non-European
countries and the UK, on the other hand, had mowferd shares — with South Korea at the
bottom end (58.9 percent in 2005). However, ifgpkt between public and private education
expenditure remains stable over time, public expierelgrowth can still serve as a proxy for
total expenditure growth in dynamic analysis. Lawt stable public expenditure shares can be
observed in South Korea and in the US. In the B&share has remained at 67.3 percent
between 2000 and 2005. There are two countriearisample, however, where a marked
shift from public to private education expendithees occurred between 2000 and 2005 (and
probably already earlier). These two countriestlaeeUK, where the public share fell by 5.2
percentage points (PP) to 80.0 percent in 2005Camhda, with a 4.4 PP drop to 75.5
percent® For these two countries at least, public educagiqrenditure growth will probably

23 vanhoudt (1998: 80) also proposes to “assumeathaariables are accumulated in a similar waye-hy
investing a fraction of foregone output”.

24 Only Spain had a slightly lower share of 88.6 patdn 2005 (up from 87.4 in 2000). For Luxembutata are
missing. For Norway and Switzerland (both of whigtd shares above 90 percent in 2000), 2005 data are
missing.

% The public education expenditure share also detlin Japan (by 2.2 PP) and in Australia (by 1.2 REw
Zealand had a public share of 78.4 percent in 2066.2000 share is unknown.
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understate the true human capital formation. | @olhtrol for a possible bias due to the
inclusion of the UK and Canada in a jackknifing ke to be presented in the next section.

5. Empirical results

A reasonable first step in empirical analysis \ssaial inspection of the data. Figures 1 to 3
show the histograms of the five-year average groatids of real per-capita GDP, real per-
capita gross fixed investment, and per-capita pudducation expenditure deflated by the
GDP deflator for our sample of 20 OECD countriels tivree variables exhibit large outliers.
Ireland’s per-capita GDP has grown by an amazikg@rcent per year on average over the
period 1995-2000 while its gross fixed investmawoiwgh surpassed 16 percent at the same
time. On the other hand, Finland’s per-capita geass fixed investment almost halved over
the period 1990-1995. Real public spending on ditutalso shows a large positive and
negative outlier, namely South Korea (1975-198@) lacxemburg (1980-85), respectively.
Outliers like these strengthen the case for cagrgmt the jackknifing exercise proposed in

the previous section as a robustness test.

< Insert Figures 1 to 3 around here >

Another way to look at the data is to examine byiata pooled scatter graphs. Figures 4 to 6
show no pronounced contemporaneous associatiorebetpublic education expenditure
growth and either GDP growth or fixed investmemvgih, but a strong positive association
between fixed investment growth and GDP growth li€nstbecome apparent here also.

< Insert Figures 4 to 6 around here >

As was mentioned in section 3, Granger-causal#isteequire stationary time series.
Unfortunately, the available panel unit root tests mainly designed for panels where both
the time dimension and the cross section dimereiemelatively largé® In panels such as
ours with a time dimension of only 7 observatidhg, analysis can proceed only under
restrictive assumptions like, for instance, dynahdmogeneity. This has to be kept in mind
when interpreting the results of panel unit rostdeeported in Table 1. As the table shows,
the tests reject the null hypothesis of non-staitiioy for all three variables. For what they are

worth, these test results at least do not speakstgaroceeding to the Granger-causality tests.

% For a detailed account of panel unit root testBreitung and Pesaran (2008).
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< |Insert Table 1 around here >

Since Granger-causality test results are sengititiee choice of lag lengtimin the time-
stationary VAR model given by equation (6), itngportant to specify the lag structure
appropriately. | follow Miyakoshi and Tsukuda (20@hd Atukeren (2007) in estimating
equation (6) with OLS and basing the choice ofaptmal lag length on the Schwarz
Information Criterion (SIC). Table 2 shows thatased on this criterion — the optimal lag

length is 2.

< |Insert Table 2 around here >

Table 3 shows the results for estimating the VARIel@6) with OLS, with the Arellano-
Bond one-step system GMM estimator and with thdlame-Bond two-step system GMM
estimator, respectivefif. The OLS specifications include country-specifiefi effects, while
the GMM specifications include period-specific etfe(as is recommended in the literature).
Lags of the dependent variable from at least twads earlier as well as lags of the
investment variables serve as GMM-style instrum&hEr the two-step estimator, the small
sample correction proposed by Windmeijer (200%niglemented.

< Insert Table 3 around here >

The three bottom lines of the table report speatiion test results for the GMM estimations.
The Sargan test is a test of the null hypothesisttie instruments are uncorrelated with the
error termu;; (which they must be in order to be valid instrutsgnTable 3 shows that the

null hypothesis is always acceptédVote, however, that it was necessary to ‘collagise’set
of instruments in order to achieve that the Satgahaccepts the over-identifying restrictions
in the GMM estimations. While in the standard instent matrix each instrumenting variable

generates one column for each time period andJailghle to that time period, Roodman

" The Arellano-Bond one-step estimator uses thetiijematrix as a weighting matrix. The two-stepimsttor
weighs the instruments asymptotically efficientgsone-step estimates.

8 Roodman’s ‘xtabond2’ command was used in Statf)(for the GMM estimations; and Roodman’s (2006)
examples geared my handling of the syntax.

% The Sargan statistic, which is the minimized vaifithe one-step GMM criterion function, is not usbto
heteroskedasticity or autocorrelation. The Hansatistic (which is the minimized value of the twigis GMM

criterion function) is robust.
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(2006) proposes to ‘collapse’ the instrument skt ansingle column to limit the instrument
count. This option is available in Stata (v. 9) &rad been used here. The Arellano-Bond test
of no second-order autocorrelation in the distudearof the first differenced equation is used
to detect first-order autocorrelation in the ungag level variables, which must not be
present. The test accepts the null hypothesisedita percent level.

The upper part of Table 3 reports the estimatedficmnts, which can be used to draw
inferences on whether economic growth is endogeaptather exogenous. Recall that
finding significantly positive coefficients wouldigport the idea that growth is endogenous.
Exogenous growth requires negative medium-termnanidng-term Granger-causality
running from physical and human capital accumutatooGDP growth.

The coefficients for lagged per-capita fixed invesht are positive in the OLS estimation
and negative in the GMM estimations. They are atnagignificant, and the Wald test never
rejects the hypothesis that the coefficients argljpequal to zero. The human capital
coefficients, on the other hand, are always pasiind mostly significant. The Wald test
always rejects the null hypothesis that the cokffits are jointly equal to zero.

Before we can accept the null hypothesis of no Geaigausality running from physical
capital accumulation to GDP growth, we have to khbe bi-variate setting though (cf.
Atukeren, 2007). Table 4 shows that the bi-variasts produce no evidence of Granger-
causality either. The coefficients for lagged gridesd investment growth remain positive in

the OLS estimation, negative in the GMM estimatjargl insignificant.

< |Insert Table 4 around here >

With respect to physical capital accumulation, éhisdings cannot discriminate between
Solovian exogenous growth theory and endogenouwstignmodels of the AK type.
Admittedly, the coefficients for the medium rurv@tyear) lag of fixed investment growth are
negative in the GMM estimations, which speaks wofaf the exogenous growth model.
However, since these coefficients are not stasiyicignificant, no empirical support for the
Solow model can be derived from them.

With respect to human capital, on the other hamalyésults clearly support endogenous
growth theory of the Uzawa-Lucas type, which paoaifgsitive impact of human capital
accumulation on long-term economic growth. Humapitehformation through public
education expenditure is found to Granger-causeggita GDP growth with a positive sign.

Against the backdrop of the vivid debate over ttengh effects of human capital
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accumulation, which has moved from great optimisocés, 1988, Romer, 1990) to
outspoken pessimism (Benhabib and Spiegel, 199¢ aBd Klenow, 2000, Pritchett, 2001),
this result is in line with more recent studies thave vindicated a positive impact of human
capital formation on long-term economic growth (Entand Soto, 2007, Arnold, Bassanini
and Scarpetta, 2007).

There remains the possibility, however, that ttseilts are driven by outliers. In order to
check this, | re-estimate equation (6) with thellare-Bond one-step [AB(1)] estimator,
dropping each of the 20 countries in turn. Thisugibess test yields some interesting results.
Table 5 shows that the negative sign of the fagtdf gross fixed investment growth is robust
to the exclusion of countries from the sample. lk@enmore, when certain countries — namely
Canada, Denmark, the Netherlands, or the US —rappdd, the first lag becomes significant.
The second lag of fixed investment growth, on ttiepohand, never becomes significant. It
will be remembered that Solow-type exogenous grdtory predicts a significantly
negative medium-term and an insignificant long-teoefficient for the fixed investment
growth variable. The robustness test shows thapmwious finding of an insignificant
medium-term coefficient was only due to the inabmsof certain countries in the sample,
whereas in the bulk of the economies the relatigngtedicted by exogenous growth theory
in fact holds true. The robustness test thus paintise direction that — contrary to the
prediction of AK-style endogenous growth modelsrg-term economic growth is not driven
by physical capital accumulatidf.

Things look quite different with regard to humapital. For the full sample, the
conclusion was that long-term economic growth igedr by human capital formation. This
finding is in principle confirmed by the robustnésst. There is the case of South Korea,
however. When South Korea is dropped from the santipé coefficient for the first lag of
public education expenditure growth — althougls till positive — becomes insignificant.
The coefficient for the second lag remains sigaifity positive at the ten percent level, but
the Wald test now marginally fails to reject thél tmypothesis that the two coefficients are

jointly insignificant. Apparently, the positive Grger-causation is exceptionally strong in

% podrecca and Carmeci (2001) also find negativéficimnts for lagged fixed investment — they usedstment
shares in GDP — in bi-variate tests for Grangeisahty between fixed investment and GDP growth; tey
also interpret this finding as evidence in favottef Solow model and against the AK model. Podrecch
Carmeci do not control for contemporaneous investpf@wever, which is not in line with what the 8wl
model requires (see equation 5 above). Curiouslglrétca and Carmeci find insignificant first (fiyear) lags
and significantly negative second (ten-year) lagste fixed investment variable. The Solow modgjgests

the contrary.
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Korea, which leads to an upward bias in the esgchabefficients for the full sample.
Nevertheless, there is still a solid indicatiorpositive Granger-causation in the sample
excluding South Korea — the second lag of publiccation expenditure growth remains
significant — so that there seems to be no neeevise the conclusions drawn from the full-

sample estimations in the light of the robustness t

< Insert Table 5 around here >

6. Conclusion

Around twenty years ago, endogenous growth themgrged as an alternative to
neoclassical exogenous growth theory. Endogenaygtgmodels are appealing because
they imply that economic growth depends on factioas policy has an impact on, like
infrastructure capital, education, or R&D. But i&legenous growth theory also better in line
with reality than its neoclassical counterpart?odlypof empirical literature (that has been
reviewed here for the first time) has confronted tjuestion, yet no consensus has been
reached either on which methods should be usesst@hdogenous vs. exogenous growth
theory or on whether growth is actually endogernmusxogenous. Against this backdrop, this
paper proposes a new test of endogenous vs. exagignowth which draws on the fact that
endogenous and exogenous growth theories makeettiffpredictions about the relationship
between variations in physical or human capitainfation on the one hand and GDP growth
on the other hand over time. In the AK and Uzawadsuendogenous growth models, an
increase in the investment rates in physical ordmuoapital, respectively, will raise the
steady state GDP growth rate. Therefore, intervalsgh (low) capital formation should
antecede intervals of high (low) GDP growth. Exagengrowth theory makes the exact
opposite prediction. As more investment can ontyease GDP growth instantaneously, high
(low) capital formation in one interval should cauS8DP growth rates in consecutive
intervals to decline (increase) as GDP growth mdaek toward its steady state value. Over
a longer time horizon, there should be no significarrelation between investment and
economic growth according to neoclassical growdoti because growth is held to be
independent of investment in the long run.

This paper applies the method of Granger-caudai#tyng to a panel of 20 OECD
countries to investigate the correlation betweamatians in spending on physical and human
capital in the form of education on the one handl subsequent GDP growth on the other

hand. All data is transformed into five-year averggowth rates, and the estimators chosen
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are Arellano-Bond type system GMM estimators. Alitjo the results are not absolutely
robust to the exclusion or inclusion of certain minies from respectively in the sample, the
following picture emerges. The medium-term coeéints (five-year lag) for lagged physical
capital growth are significantly negative while tbag-term coefficients (ten-year lag) are
insignificant. This finding favors Solow-type exagris growth theory over AK-type
endogenous growth models. With regard to humartadagrowth, things look quite different.
The coefficients for both lags are positive anaijyi significant, which means that human
capital formation in the form of education Grangauses GDP growth with a positive sign.
This result lends support to human capital orietedogenous growth models — like the
Uzawa-Lucas model — rather than to the human dapitaimented Solow model.
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Figure 1: Histogram of real per-capita gross
domestic product growth rates for 20 OECD countries
(five-year averages, 1970-2005)
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Figure 3: Histogram of real per-capita public
education expenditure growth rates for 20 OECD
countries (five-year averages, 1970-2005)
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Figure 2: Histogram of real per-capita gross fixed
investment growth rates for 20 OECD countries (five-
year averages, 1970-2005)
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domestic product (GDPRPC) growth rates versus real
per-capita gross fixed investment (GFIRPC) growth
rates for 20 OECD countries (five-year averages,
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fixed investment (GFIRPC) growth rates versus real
per-capita public education expenditure (EDERPC)
growth rates for 20 OECD countries (five-year
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Table 1 Panel unit root test results (20 OECD countrl®g,0-2005)

GDPRPC GFIRPC EDERPC
Ho: Unit root in level Stat. Prob. Obs. Stat. Prob. Obs. Stat. Prob. Obs.
Levin, Lin & Chu t* -11.738  0.000 120 -17.810 0.000 120 -15.358 0.00a18 1
Im, Pesaran & Shin W-stat-4.299 0.000 120 —6.796 0.000 120 —-4.765 0.000 118
ADF — Fisher Chi-square 96.658 0.000 120 128.900 0.000 120 101.543 0.000 8 11
120 177.304 0.000 120 137.747 0.00018 1

PP — Fisher Chi-square  111.651  0.000

GDPRPC = real per-capita GDP growth rates (five-ge@rages), GFIRPC = real per-capita gross fixed

investment growth rates (five-year averages), EDERPReal per-capita public education expenditugin

rates (five-year averages)

Note: Individual intercepts are included as exogenous variables in the test equations. For the first three tests

listed in the table, maximum lags are automatically selected based on the Schwarz Information Criterion. The

remaining test uses the Bartlett kernel for the Newey-West bandwidth selection. The probabilities for the Fisher

tests are computed using an asymptotic Chi-square distribution. The other tests assume asymptotic normality.

EViews (v. 6) was used for the estimations.
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Table 2 Optimal lag length for equation (6)

Lag 1 2 3
SIC 3.061 2.770 2.959

S C = Schwarz Information Criterion

28



Table 3 Estimation results for equation (6)

GDPRPC
(1) (2) (3)
OLS Arellano-Bond Arellano-Bond
one-step GMM two-step GMM
GDPRPC(-1) —0.042 0.507*** 0.353
(0.098) (0.109) (0.597)
GDPRPC(-2) —-0.070 0.121 0.187
(0.088) (0.109) (0.544)
GFIRPC 0.262*** 0.236*** 0.221*
(0.017) (0.050) (0.108)
GFIRPC(-1) 0.004 -0.071 -0.026
(0.036) (0.044) (0.212)
GFIRPC(-2) 0.021 -0.004 —0.008
(0.030) (0.038) (0.061)
EDERPC 0.038 0.044 0.018
(0.029) (0.053) (0.071)
EDERPC(-1) 0.066*** 0.067*** 0.048
(0.024) (0.025) (0.039)
EDERPC(-2) 0.048** 0.056** 0.065*
(0.022) (0.026) (0.034)
Number of obs. 98 98 98
Wald test (p-level) 0.779 0.265 0.972
GFIRPC
Wald test (p-level) 0.011 0.005 0.004
EDERPC
Sargan test (p-level) - 0.356 0.356
Hansen test (p-level) - - 0.939
AB test (p-level) - 0.058 0.559

GDPRPC = real per-capita GDP growth rates (five-pge@rages), GFIRPC = real per-capita

gross fixed investment growth rates (five-year ages), EDERPC = real per-capita public

education expenditure growth rates (five-year ayesa

Standard errors are in parenthesis. *, ** and *&ndte significance at the 10, 5and 1

percent levels, respectively. Estimates for coriserms not shown. AB test = Arellano-
Bond test for AR(2) in first differences.
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Table 4 Bi-variate Granger causality tests

GDPRPC
(4) ) )
OoLS Arellano-Bond Arellano-Bond
one-step GMM  two-step GMM

GDPRPC(-1) -0.069 0.445*** 0.323*
(0.100) (0.133) (0.158)
GDPRPC(-2) -0.053 0.113 0.165*
(0.088) (0.101) (0.081)
GFIRPC 0.267*** 0.236*** 0.265***
(0.017) (0.181) (0.032)
GFIRPC(-1) 0.024 -0.055 -0.021
(0.036) (0.043) (0.034)
GFIRPC(-2) 0.034 0.000 -0.011
(0.030) (0.035) (0.025)
Number of obs. 100 100 100
Wald test (p-level) 0.505 0.404 0.770
Sargan test (p-level) - 0.085 0.085
Hansen test (p-level) - - 0.642
AB test (p-level) - 0.277 0.579

GDPRPC = real per-capita GDP growth rates (fiverge@rages), GFIRPC = real per-capita
gross fixed investment growth rates (five-year ages)

Standard errors are in parenthesis. *, ** and *&ndte significance at the 10, 5 and 1
percent levels, respectively. Estimates for corigErms not shown. AB test = Arellano-
Bond test for AR(2) in first differences.
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Table 5: Robustness test — Cross-national stability of patars, AB(1) estimator: excluded countries

GDPRPC
Australia  Austria Canada Denmark Finland France eeCGe Iceland Ireland Japan
GDPRPC¢f1) 0.459** (0.505*** (0.512** (0.534** (.498** 0.494*** (0.443** (0.494*** (0.389*** 0.468***
(0.132) (0.138) (0.131) (0.141) (0.131) (0.136) (0.123) (0.211) (0.119) (0.122)
GDPRPC(-2) 0.136  0.110 0.124 0.103 0.122 0.118 0.080 0.026 0.218* 0.154
(0.107) (0.112) (0.108) (0.112) (0.112) (0.111) (0.110) (0129) (0.113) (0.101)
GFIRPC 0.258** (0.230*** 0.236*** 0.221** (0.237** 0.239** (0.225** (0.261** (0.328** (0.270***
(0.048) (0.050) (0.046) (0.050) (0.048) (0.049) (0.047) (0.060) (0.044) (0.044)
GFIRPC(1) -0.057 -0.072 -0.075* -0.076* -0.060 -0.069 -0.067 -0.078 -0.007 -0.047
(0.043) (0.045) (0.043) (0.045) (0.042) (0.044) (0.041) (0.069) (0.043) (0.041)
GFIRPC(2) -0.008 -0.003 -0.008 -0.001 -0.000 -0.005 0.009 0.013 -0.031  -0.010
(0.038) (0.040) (0.039) (0.039) (0.041) (0.039) (0.038) (0.044) (0.040) (0.037)
EDERPC 0.035 0.048 0.048 0.046 0.044 0.044 0.061 0.043 -0.043 0.020
(0.052) (0.054) (0.052) (0.050) (0.054) (0.055) (0.056) (0.054) (0.046) (0.049)
EDERPC(-1) 0.068** 0.066*** 0.070*** 0.069*** 0.066*** 0.068*** 0.066*** 0.079*** 0.073** (0.061*
(0.024) (0.025) (0.025) (0.025) (0.025) (0.025) (0.024) (0.024) (0.023) (0.025)
EDERPC(-2) 0.056** 0.060** 0.057**  0.052* 0.059* 0.056** 0.053**  0.044* 0.039  0.051*
(0.026) (0.027) (0.026) (0.027) (0.028) (0.027) (0.025) (0.026) (0.024) (0.025)
Number of obs. 93 93 94 93 93 93 93 93 93 93
Wald test GFIRPC  0.418 0.267 0.219 0.228 0.339 0.292 0.213 0.401 39.7 0.401
(p-level)
Wald test EDERPC 0.004 0.005 0.004 0.007 0.006 0.006 0.005 0.003 040.0 0.013

(p-level)
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Table 5— cont'd

GDPRPC
Korea  Luxemburg Netherlands New Zealand Norway irBpa Sweden Switzerland UK us
GDPRPCf1) 0.470**  0.407*** 0.513%** 0.434x* 0.547** 0.456** 0.497**  0.481**  0.496*** (0.523***
(0.117) (0.121) (0.147) (0.111) (0.157)  (0.133) (0.137) (0.135) (0.136) (0.133)
GDPRPC(-2) 0.091 0.191* 0.170 0.143 0.126 0.084 0.095 0.095 0.114 0.137
(0.106) (0.111) (0.105) (0.104) (0.112) (0.112) (0.112) (0.107) (0.110) (0.112)
GFIRPC 0.254***  0,257*** 0.248*** 0.282%** 0.225%*  0.242** (0.238**  0.246**  (0.239*** (.237***
(0.038) (0.046) (0.053) (0.045) (0.056) (0.050) (0.050) (0.049) (0.050) (0.051)
GFIRPC(1) -0.065 -0.045 -0.081* -0.058 -0.077 -0.056 -0.068 -0.063 -0.070 -0.089**
(0.040) (0.042) (0.047) (0.037) (0.049) (0.044) (0.045) (0.044) (0.045)  (0.045)
GFIRPC(2) -0.012 -0.033 -0.030 -0.002 -0.002 0.008 0.000 0.000 -0.003  -0.019
(0.035) (0.036) (0.038) (0.036) (0.040) (0.039) (0.040) (0.038) (0.039) (0.041)
EDERPC -0.017 0.020 0.025 0.013 0.051 0.066 0.047 0.046 0.049 0.038
(0.047) (0.064) (0.050) (0.053) (0.054) (0.058) (0.052) (0.051) (0.055) (0.055)
EDERPC(-1) 0.041  0.086*** 0.076%** 0.075%** 0.055**  0.069** 0.067***  0.068**  0.069** 0.076***
(0.027) (0.029) (0.024) (0.024) (0.026) (0.027) (0.025) (0.024) (0.025) (0.025)
EDERPC(-2) 0.047* 0.037 0.055** 0.045* 0.056**  0.063**  0.061** 0.057** 0.057*  0.053**
(0.025) (0.026) (0.026) (0.024) (0.027) (0.029) (0.026) (0.026) (0.028) (0.027)
Number of obs. 93 94 93 93 93 93 93 93 93 93
Wald test GFIRPC  0.255 0.441 0.203 0.280 0.275 0.393 0.296 0.344 860.2 0.132
(p-level)
Wald test EDERPC 0.105 0.008 0.002 0.003 0.016 0.013 0.003 0.004 060.0 0.002
(p-level)

GDPRPC = real per-capita GDP growth rates (five-ge@rages), GFIRPC = real per-capita gross firgdstment growth rates (five-year averages),
EDERPC = real per-capita public education expenglitmowth rates (five-year averages)
Standard errors are in parenthesis. *, ** and *&hdte significance at the 10, 5 and 1 percent Jegspectively. Estimates for constant terms notsh



